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Abstract—Hyperspectral satellite data collections have been successfully leveraged in many domains such as meteorology, agriculture, forestry, and disaster management. However, gaps in scanning frequencies and inadequate spatial resolutions limit the capabilities of geosciences applications. In this study, we target the temporal sparsity of high-resolution satellite images. In particular, we propose a novel methodology to estimate high-resolution images between scheduled scans. Our model SATnet, falls broadly within the class of Generative Adversarial Networks. SATnet allows us to generate accurate high-resolution, high-frequency satellite data at various spatial extents. SATnet achieves this by learning relations between a sequence of high-resolution/low-frequency satellite imageries (from Sentinel-2) and an ancillary satellite image that is high-frequency/low-resolution (from MODIS). Our benchmarks demonstrate that SATnet outperforms existing approaches such as ConvLSTMs, Dynamic Filter Network, and TrajGRU with a PSNR accuracy of 31.82. We trained and deployed SATnet over a distributed storage system to support the high-throughput generation of imputed satellite imagery via query evaluations. Our methodology preserves geospatial proximity and facilitates the dynamic construction of satellite imagery at a particular timestamp for arbitrary spatial scopes.
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I. INTRODUCTION

Hyperspectral observations from satellites provide critical information to discover scientific insights and make decisions. Periodic high-resolution monitoring of the planet has been widely used in the geosciences such as meteorology, oceanography, agriculture, forestry, and cartography. Hyperspectral imaging also informs decision making processes such as disaster mitigation and land-use/land-change.

There is a rich set of publicly available satellite imagery with global coverage. NASA and the U.S. Geological Survey’s Landsat program [1] provides measurements of the Earth’s terrestrial and polar regions in the visible, near-infrared, short wave infrared, and thermal infrared frequencies. A scene captured by Landsat-8 covers 185km-cross-track-by-180km-along-track; the satellite system acquires up to 725 scenes every day. The European Space Agency’s Sentinel-2 provides along-track; the satellite system acquires up to 725 scenes every day. The European Space Agency’s Sentinel-2 provides 10-meter resolution, multispectral images every 5 days [2]. NASA’s MODIS satellites acquire imagery of the entire Earth’s surface every 1 or 2 days [3].

Although there is a wealth of public and commercial services available, geoscientists often encounter challenges such as gaps in scanning frequencies and insufficient spatial resolutions. There has been active research in leveraging machine learning algorithms to predict missing images [4]–[9]. These approaches develop statistical models based upon surface reflectance and landcover information, or impute the missing values based upon hyper-spectral band information. However, such methods often lack scalability or encounter tractability issues when applied to larger spatial extents or cannot leverage the large amount of historical records effectively.

The crux of this study targets data discovery capabilities that bridge the gap between the actual frequencies at which remote sensing observations are made and the application-specific data retrieval requirements. In particular, our methodology targets the on-demand generation of synthetic satellite imagery for temporal gaps that arise between scans for publicly available satellite imageries. We have designed and developed a Generative Adversarial Network, SATnet, to capture and model relationships between a sequence of imageries and ancillary datasets. Our approximate query leverages models to generate imagery for gaps in satellite scanning frequencies.

A. Research Questions

In this paper, we explore the following research questions.

RQ-1: How can we produce imputations of satellite imagery at arbitrary spatial extents and chronological timestamps? A key consideration here is to ensure accuracy, scale, responsiveness, and throughput.

RQ-2: How can we preserve the structural characteristics of a geolocation while accounting for temporal variations? Preservation of structural variations that occur over time is critical for ensuring accuracy at scale.

RQ-3: How can we reconcile, and leverage differences in the scanning frequencies and resolutions at which remote sensing is performed?

B. Approach Summary

This study encompasses multiple aspects to provide estimates of satellite imageries for gaps in scanning frequencies at scale. We propose SATnet, a variation of the Generative Adversarial Networks (GANs). SATnet generates imputations of satellite imageries by capturing relationships between low-frequency, high-resolution imagery, and the corresponding high-frequency, low-resolution satellite imageries. Training and execution of SATnet is integrated within a distributed storage system.
We exemplify our approach using satellite data collections from ESA’s Sentinel-2 that provides a 10-meter spatial resolution and scanning frequency of 5 days. We also use NASA’s MODIS dataset acquired daily at a much lower spatial resolution (250 meters) compared to Sentinel-2. We estimate RGB bands for the days between the scheduled scans at sub-second latencies.

The aforementioned satellite systems observe the planet periodically at different spatial resolutions. These scans result in a voluminous dataset with multiple scans at different resolutions and frequencies for given geolocation. Satellite data collection is distinct from the widely researched large image corpus in computer vision such as handwritten digits, portraits, or scenes. The same location is often observed by multiple satellites, although there are variations in data acquisitions based on spatial resolutions, temporal frequencies, or types of bands (wavelengths at which surface reflectance are sensed). Finally, landscape changes and seasonality trends are unique per region yet some regions share similarities.

Our model, SATnet is tailored to the unique characteristics of satellite imagery. SATnet generates realistic estimations using GANs to leverage overall statistics by pairing a generator and discriminator. In contrast to conventional GANs [10], [11], SATnet accounts for recent observations of the target area to propagate slow-evolving attributes such as structural information (e.g., road systems and shape of buildings). To accomplish this capability, SATnet employs time-series prediction models such as Bi-CLSTM [12] as the generator.

Even over a window of a few days, variations in the RGB band values are quite normal due to weather changes or the lifecycle of plants. To cope with short-term changes, SATnet employs ancillary datasets such as MODIS satellite imageries. Although MODIS provides significantly lower resolution scans, its higher frequency scanning provides highly relevant indicators of daily change for a particular spatial extent. SATnet captures non-linear relationships between MODIS and Sentinel imageries.

We train and maintain a model whose geospatial coverage is aligned with the data dispersion schemes of the underlying data storage system. We facilitate faster model training and execution by minimizing data movements within the cluster. In our distributed storage cluster, each node maintains an instance of SATnet. To minimize data movement during retrieval for model inputs, imageries acquired from the multiple satellites are dispersed using a universal spatial dispersion scheme.

We contrast the performance of our methodology with dominant approaches for predicting spatiotemporal variations such as ConvLSTMs, Dynamic Filters Network, and TraiGRU. SATnet outperforms the aforementioned approaches with accuracy reaching a PSNR of 31.82 with a subsecond latency to retrieve the model inferred data.

C. Paper Contributions

We have designed a scalable approach for generating imputations of satellite imageries using machine learning algorithms and ancillary datasets. Our contributions include:

- Effective imputations of satellite imagery for a particular timestamp. We have designed a variation of GAN that takes observations within the desired timestamp’s temporal neighborhood to generate synthetic imagery.
- SATnet is specifically designed to harness the unique characteristics of satellite imagery, which typically have a mixture of fast and slow evolving components. By leveraging topological characteristics of satellite imageries, SATnet provides improved model accuracy.
- Our methodology effectively integrates ancillary satellite low-resolution, high-frequency imagery to accommodate daily changes. Fast evolving components such as the pixel’s band values are estimated by incorporating lower resolution satellite imagery with higher scanning frequencies.
- We facilitate scalable model training and execution for high-throughput query evaluation. Our methodology targets large-scale high-throughput data discovery services and reduces network communication across storage nodes during query evaluations. To ensure scalability, our system trains and maintains models over data partitions that are grouped based on their geospatial proximity.

D. Paper Organization

Section 2 describes related work. The modeling aspects of our methodology are described in Section 3. This section also describes systems aspects of our methodology that ensure scaling and distributed, decentralized query evaluation. Section 4 describes our empirical benchmarks alongside a discussion of results. Finally, our conclusions and future work are described in Section 5.

II. RELATED WORK

Satellite imagery often contains millions of pixels per image. Capturing accurate inferences at such a high resolution is difficult. Therefore, analyses rely on an effective spatial partitioning scheme [13]. These techniques have been applied in myriad domains; effectively distributing analyses of CT scan imagery [14], extracting farmland [15], and mapping irrigation areas [16] among others. Geographic Object-Based Image Analysis (GEOBIA) has investigated the resolution of spatial extents based on the diversity of the representative data [17]. Similar techniques have been applied to Land Use / Cover classification [18]. Druaguct et. al. [19] find that accuracy of inferences is correlated with the precision of the spatial extent, where smaller resolutions produce better models. Efforts to manage and orchestrate satellite data processing workloads include [20], [21]; these efforts partition the data based on spatial extents and facilitate data-local processing. Our use-case leverages these techniques to partition satellite imagery for performant co-processing of spatial resolutions.

Spatial data management efforts include DHT-based systems [22], with support for ad hoc [23] and geometry constrained queries [24]. These have been complemented with efforts to visualize spatial data at scale [25].

Several approaches for improving the temporal resolution of satellite imageries have been explored. In [4], authors
suggest a spatiotemporal data fusion method to predict surface reflectance with high spatial and temporal resolutions by capturing temporal changes from MODIS images and spatial features such as land cover classification from 30m resolution Landsat-7 NDVI maps and solving the problem as a linear equation using least-squares techniques. The results show a high correlation between synthetic and actual surface reflectance (0.88+ for Landsat bands 1-7). However, the model has been tested using imagery captured on 3 dates each at a temporal spacing of 16 days. As such seasonal and regional variations are not accounted for. Similar spatial and temporal fusion approaches have been adopted in [8], [26]–[28]. Liu et al. use the STARFM model to generate 15m resolution images for the desired timestamp using ASTER and MODIS tiles. In contrast to these models requiring imageries to be ingested in the future and at scheduled intervals, SATnet estimates imageries by capturing changes from only past imageries. Finally, unlike these efforts, SATnet provides broader seasonal and spatial coverage.

Hilker et al. [27] propose a methodology that derives the spatial change mask at high spatial resolutions using Tasseled Cap indices. Tao et al. [29] generate high-resolution images by capturing the spatial distribution of temporal change from image time-series at a lower resolution and projecting onto a high-resolution plane. The accuracy of this model is 68%. Similar approaches proposed in [30] avoid predictions using future timestamp images as inputs. Instead, they propose using an ensemble of multiple forecasting models using Deep Learning algorithms on single NDVI bands. The predicted missing images are fine-tuned by using them as inputs to make predictions for future available timestamps.

More recently, [7] leverages linear regression to model relations between pixels at previous timestamp ($T_1$) and target timestamp ($T_2$) for 300m Sentinel-3 tiles and project on Sentinel-2 previous timestamp available image; thus, producing a high-resolution image from 300m resolution. PSIque model [31] predicts unseen weather conditions using Convolutional Seq2Seq autoencoders and skip-connections based on the past 6 hours of meteorological images captured on an hourly basis at 500m Ground Sample Distance. This model uses a single ConvLSTM layer with skip connections between encoded and decoded layers. Due to the relatively high MSE, the predicted images lacked clarity compared to other recent approaches. Our method captures temporal variations in features across different spatial regions. These variations between consecutive timestamps across different locations are not uniform due to cloud coverage. We train our models to overcome such deficiencies (and generalize) to impute for different spatial locations with similar land cover types.

### III. Methodology

We now describe our methodology to impute unavailable data using satellite image collections harvested by two different satellite systems (Sentinel-2 and MODIS). We describe both the systems and algorithmic aspects of our methodology.

<table>
<thead>
<tr>
<th>Satellite</th>
<th>Resolution</th>
<th>Wavelength Range (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Temporal (Days)</td>
<td>Spatial (m)</td>
</tr>
<tr>
<td>Sentinel-2</td>
<td>5</td>
<td>10</td>
</tr>
<tr>
<td>MODIS</td>
<td>1-2</td>
<td>500</td>
</tr>
<tr>
<td>NAIP</td>
<td>730</td>
<td>1-2</td>
</tr>
</tbody>
</table>

**TABLE I:** Spatiotemporal and spectral wavelengths of satellite sensors used in the SATnet model

#### A. Data Integrating and Staging

Effective data partitioning promotes load-balanced distribution and effective traversal of the dataspace. Satellite imagery introduces additional complications in that sources often differ in spatiotemporal scopes and encoding formats. Reconciling these differences is necessary for practical analysis. Our solution partitions satellite imagery by splitting input images along geohash boundaries [32]. The geohash algorithm is a hierarchical spatial indexing scheme. Regions are defined by character strings, where additional characters partition the region into subregions. Therefore, longer strings represent smaller spatial bounds. We use a distributed hash table (DHT) to distribute the geohash partitioned images. Each geohash is passed through a cryptographic hash function (SHA-256); this facilitates load-balanced data dispersion and subsequent model training workloads. Our DHT key is the geohash (spatial extent) of each partitioned image. Therefore, each spatial extent is co-located, regardless of the satellite system. Consequently, data movements are mitigated when co-processing imagery from multiple sources.

#### Data Preprocessing

Satellite data are reported in a variety of formats (e.g., ZIP, HDF5, netCDF) and spatial reference systems (e.g., latitude/longitude, Pseudo-Web Mercator, and sinusoidal). When images are provided in a different spatial reference system (SRS), we perform pixel coordinate transformations to ensure accurate partitioning. Transforming the SRS for each pixel entails processing overheads due to the large number of pixels for a single band. We identify the center points of a given geohash and incrementally adjust pixel boundaries until the minimum bounding region is found.

In Table I, we summarize the spatial and temporal resolution of the three satellite sensors used for training and making inferences by SATnet. Due to the close radiometric resolution for RGB bands of MODIS and Sentinel-2, they possess similar characteristics and are well suited for our application. On the other hand, the NAIP satellite [33] captures spectral bands at slightly lower bandwidths thus resulting in small deviations of band values as compared to Sentinel-2 images captured on the same day at corresponding geolocation.

Data occlusions impede accurate inferences; for example, images with extensive cloud coverage shield the underlying land information. This may adversely impact on the accuracy of generated images. We compute the cloud coverage percentage of each geohash partitioned Sentinel-2 image using multi-spectral analysis encompassing 10 unique bands. Iterating over the image, we compute the probability of cloud coverage for each pixel using a convolutional neural network based on pixel-wise inputs over a single scene as proposed by
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We have designed SATnet to estimate missing satellite images between scheduled scans. SATnet falls broadly within a class of deep learning networks known as Generative Adversarial Networks (GANs). GANs learn from the pairing of prediction and data distribution. This unique capability allows the predictions/generations to be more realistic especially when sufficient data is available to capture the realistic data distributions. Although the original GAN was developed to generate realistic artificial images, GANs have been widely applied for several different problems such as super resolution [35] and predictions [36]. SATnet leverages fundamental GAN concepts and augments them for the unique characteristics in satellite observations.

SATnet is trained using remotely sensed images collected by two different satellites at different spatial resolutions and temporal (scan) frequencies. In particular, we are working with datasets from Sentinel-2 and MODIS satellites. As depicted in Figure 1, Sentinel-2 provides high resolution (10m) images with a low scanning frequency (every 5 days), and MODIS scans the earth more frequently (every 1-2 days) but at medium resolutions (500m). To predict a high-resolution Sentinel-2 image on day D, when data is unavailable, SATnet takes previous (temporally proximate) observations from Sentinel-2 and the image captured by MODIS on the prediction day. We vary the number of historical images from Sentinel-2 and the image captured by MODIS on the prediction day. SATnet takes

\[ V_d = \min_g \max_d \left( \mathbb{E}_{x \sim P_{\text{data}}(x)} \left[ \log d(x) \right] + \mathbb{E}_{z \sim P_z(z)} \left[ \log \left( 1 - d(g(z)) \right) \right] \right) \]

where \( x \) and \( z \) represent the input high and low resolution data respectively.

Unlike images used in traditional computer vision [4], [8], [26], [27], satellites capture images of the same location repeatedly over time. This results in two distinctive aspects that must be considered: we characterize them as slow-evolving components and fast-evolving components. Many structural and topographical components such as road systems, buildings, or the shape of a lake do not change very often and are characterized as slow-evolving components. Meanwhile, bands that capture reflectance from crops or plants may change based on the plant’s life cycle or weather change; these are characterized as fast-evolving components. Our model accounts for both slow-evolving and fast-evolving components.

**Generator [RQ-2]**. As shown in Figure 2a, the model utilizes the previous \( n \) (\( > 1 \)) Sentinel-2 tiles along with the temporally proximate MODIS image captured at the queried timestamp. These \( n \) Sentinel-2 tiles are fed to the Bidirectional ConvLSTM layer, followed by a downsampling layer to capture low-level features from the input images. Alongside this, the model upscales the input MODIS tile (16,16,3). At each block-level, a skip connection is added to the upscaled MODIS features to capture slow-evolving components such as road networks, agricultural structures, patterns, and shapes of objects. Accounting for these features enables the model to preserve the geographical properties of the particular region. To avoid model overfitting, we leverage dropout regularization within the generator models. Dropouts deactivate some neurons randomly during training, thus avoiding any overfitting of the model.

LSTMs have been widely acknowledged as an effective network to address ordered sequence learning problems based on the assumption that the previous state affects future states [37]. However, unlike traditional sequence learning problems, spectral channels within the sequence are correlated with each other [38]. Direct application of the method destroys the two-dimensional structure of images, leading to the loss of spatial relationships. To address this deficiency, we leverage BiCLSTM [12] as our generator model that takes the sequence of input images incrementally with a forward and a backward sequence. Bi-CLSTM allows SATnet to take local image patch as inputs so that it uses a locally-connected, weight sharing structure to extract spatial features as depicted in Figure 3.

The operation inside the Bi-CLSTM memory cell can be represented using the following equation
are the weight \( f \cdot \sigma = \text{tanh}(o \cdot W) \) represents the logistic sigmoid activation function for the input gate, which further controls the flow of new value in the cell. The forget gate \( f \cdot \sigma \) decides how much information needs to be retained in the cell. The input gate \( i \cdot \sigma \) controls the information that needs to be updated based on candidate value \( C_{T-1} \) that further controls the flow of new value in the cell. The output gate \( o \cdot \sigma \) determines whether \( C_{T} \) is used to compute the next cell state.

The cell consists of a forget gate, an input gate, and an output gate, that operates on a patch of features extracted from input images. The forget gate \( f \cdot \sigma \) controls the information that needs to be retained in the cell. The input gate \( i \cdot \sigma \) decides information that needs to be updated based on candidate value \( C_{T-1} \) that further controls the flow of new value in the cell. Using cell state \( C_{T} \) and output gate \( o \cdot \sigma \), the memory cell controls the output information of the unit.

\[
C_{T} = f_{T} \cdot C_{T-1} + i_{T} \cdot \tilde{C}_{T} \\
h_{T} = o_{T} \cdot \text{tanh}(C_{T})
\]

SATNet also benefits from the network property of LSTMs with its demonstrably low sensitivity irregular time intervals between inputs [37]; this property is well suited for our training set. The prediction date \( D \) can be 1-4 days in the future from the most recent Sentinel-2 imagery. Occlusions due to heavy cloud coverage result in uneven gaps between the imageries when selecting the training dataset.

To capture relationships between fast-evolving components, SATNet integrates metadata such as the geohash and seasonal information (e.g. the week of the year of the target timestamp). This ancillary information accelerates training by finding local patterns based on seasonality for a given location. Often neighboring geohashes comprise similar land cover types, thus helping the model learn geographical patterns. The ancillary information is utilized alongside MODIS image features in the initial stage of the network.

**Discriminator** The goal of a discriminator network in GAN is to classify the generated images as “real” or “fake” [10]. If the inferred image is classified as fake, then the generator model is not performing well and thus optimizes the weights from the loss value of the discriminator model. As depicted in Figure 2b, the discriminator comprises a block of convolution layers followed by a batch normalization layer and LeakyReLU activation function. This block is repeated to extract important features from the input images and perform classification. The convolutional operations are performed to reduce the image size gradually after which fully connected layers are used to predict the probability of the input sample.

**Incorporating content loss** SATNet is trained using the discriminator’s adversarial loss, which is calculated using a cross-entropy loss function. Discriminator loss represents the probability estimate of how realistic the generated image is. Aside from discriminator loss, we combine the content loss, which is the mean squared error between feature maps extracted using a pre-trained VGG19 model from the inferred image and the target image. Using VGG features as content loss helps in generating a better quality image instead of optimizing the raw pixel values, we minimize the errors between low-level features such as edges and textures. This argument is further substantiated by experiment results shown in Table II, where we report the performance of the SATnet model with variations in the integrated training loss. A model trained without an adversarial loss (Model Variation 1) results in a 10% decrease in overall accuracy. A model

<table>
<thead>
<tr>
<th>Model Variation</th>
<th>Loss Combination</th>
<th>Testing Metrics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adversarial Loss</td>
<td>Content Loss</td>
<td>PSNR</td>
</tr>
<tr>
<td>1</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>2</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>3</td>
<td>No</td>
<td>Yes</td>
</tr>
</tbody>
</table>

**Table II: SATnet model performance when incorporating different loss values.** SATNet performs best with weighted adversarial and content loss for weight updates.

SATNet integrates metadata such as the geohash and seasonal information (e.g. the week of the year of the target timestamp). This ancillary information accelerates training by finding local patterns based on seasonality for a given location. Often neighboring geohashes comprise similar land cover types, thus helping the model learn geographical patterns. The ancillary information is utilized alongside MODIS image features in the initial stage of the network.
Table III: Model performance while training with various cost functions as content loss. Best performance achieved when weights are updated with Huber loss (PSNR 31.82).

<table>
<thead>
<tr>
<th>Test Metrics</th>
<th>MSE</th>
<th>Logcosh</th>
<th>Huber</th>
<th>SSIM &amp; MSE</th>
<th>MAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>PSNR</td>
<td>25.87</td>
<td>27.87</td>
<td>31.82</td>
<td>30.39</td>
<td>25.33</td>
</tr>
<tr>
<td>MSE</td>
<td>0.0009</td>
<td>0.0114</td>
<td>0.00096</td>
<td>0.0043</td>
<td>0.0095</td>
</tr>
<tr>
<td>SSIM</td>
<td>0.8164</td>
<td>0.7938</td>
<td>0.93</td>
<td>0.9037</td>
<td>0.8588</td>
</tr>
</tbody>
</table>

\[
MSE = \frac{1}{MN} \sum_{n=1}^{N} \sum_{m=1}^{M} [x_{(n,m)} - y_{(n,m)}]^2 \tag{4}
\]

\[
MAE = \frac{1}{MN} \sum_{n=1}^{N} \sum_{m=1}^{M} |x_{(n,m)} - y_{(n,m)}| \tag{5}
\]

\[
L = \frac{1}{MN} \sum_{n=1}^{N} \sum_{m=1}^{M} \log(cosh(x_{(n,m)} - y_{(n,m)})) \tag{6}
\]

\[
SSIM = I(x, y)^a \cdot c(x, y)^b \cdot s(x, y)^c \tag{7}
\]

\[
L_{mix} = (1 - \alpha) \cdot MSE + \alpha \cdot SSIM \tag{8}
\]

Here, \(M, N\) are the number of rows and columns in predicted image \(x\) and target image \(y\). Functions \(I, c, s\) measure the luminance, contrast, and structure comparisons between input images respectively. Parameters \(\alpha, \beta, \gamma\) represent the relative importance of these three factors. \(I, c, s\).

To estimate and update the weights of the model’s parameters, we experimented with multiple cost functions as the content loss: MSE (Mean squared error) (4), MAE (Mean Absolute Error) (5), Huber loss (9), logcosh (6), and the weighted average of SSIM and MSE (8).

From Table III, the best results are obtained with Huber loss as the cost function with \(\delta\) fixed at 0.2. Using Logcosh results in the worst performance of the model. Using the Huber cost function results in absolute errors becoming quadratic for when the errors are small. Absolute errors are usually less sensitive to outliers; however, Huber loss helps in achieving combined properties of the MSE and MAE, where MSE leads to more precise minima, while MAE leads to precise minima. This makes Huber loss most suitable for our context where certain training samples have cloud-covered regions.

\[
L_{huber} = \begin{cases} 
\frac{1}{2}(y - x)^2, & \text{if } |y - x| \leq \delta \\
\delta |y - x| - \frac{1}{2} \delta^2, & \text{otherwise}
\end{cases} \tag{9}
\]

where \(\delta \in \mathbb{R}^+\) is a hyperparameter.

C. Distributed Model Training

Distributed training consumes Sentinel-2 and MODIS images that are stored locally on each machine within the cluster. We retrieve Sentinel-2 images from the underlying storage system at a geohash length of 5, which maps to a spatial extent of roughly 100km x 100km region centered on Fresno, CA. Images that have cloud coverage of more than 40% are excluded from the training set. The cloud coverage is estimated as a part of data preprocessing (Section III-A).

To train SATnet, we leverage a set of metadata correlated with images generated by the underlying storage system, such as information about data compression, the timestamp at which the image was acquired by the satellite, and a corresponding geohash. When training models, we pair Sentinel-2 and MODIS images by querying for the particular region at the timestamp (+/- 1 day) of the corresponding Sentinel-2 images.

The coverage and geospatial locations of these images are aligned and mapped by sharing the same geohash (with the same length). We also account for temporal information to detect seasonal change. In this study, we use the normalized week number (1 through 52) and the season of the year when the satellite image was captured. Lastly, we convert this spatial extent information to generate numerical encodings.

Since SATnet comprises LSTM as a main component of the generator, the training sequences are generated by sliding through the collection. We exclude timestamps without corresponding temporally proximate MODIS image and also images where the Sentinel-2 image in the sequence breaches the retrospective window threshold. To preserve temporal proximity across the sequence of images, the retrospective window constrains how far back in the past, from a particular timestamp, the algorithm is allowed to retrieve data from. For example, if SATnet takes 3 Sentinel-2 images, the retrospective window is 24 days; the earliest image cannot be older than 24 days from the imputation time. For 2 and 4 image counts, we apply the retrospective window threshold to 16 days and 32 days respectively.

D. Spatial Transfer Learning

Training a model specialized over a certain region not only reduces the model storage cost but can also be leveraged for making inferences over similar spatial regions. With a different distribution of landcover types and climatic and weather conditions, trends learned over slow-evolving objects remain similar across regions. The fast-evolving features can be further learned by fine-tuning the model specialized over a particular region.

To test the quality of inferences made by SATnet models trained on the Fresno region in California while making inferences over a 20km x 20km area in Fort Collins, Colorado. Although the land coverages of both regions have similar footprints, there are vast differences in climatic conditions.

Figure 4 depicts the training loss of the base model on California satellite observations and model learning from this base model (Transfer Learning). Further, we report the
discriminator loss while training the base model. The model quickly learns to generate the slow-evolving spatial features of a given location, after which it fine-tunes to seasonal changes i.e., fast-evolving components. The increasing discriminator error over training epochs verifies that the generator network is generating realistic images that pass muster with the discriminator network used in the SATnet model.

E. Support for Dynamic, Query-Driven Imputation

Our system supports distributed query-driven imputations. Queries are defined by spatiotemporal bounds, providing latitude and longitude coordinates and a timestamp. The query output is a snapshot image of the specified spatial bounds at the desired timestamp with the spatial resolution of Sentinel-2. The image is either an actual image (if it exists) or an imputed image (if it does not exist). We evaluate queries in a distributed fashion over the DHT nodes. Any node may serve as a conduit for query evaluation and an instance of the trained model is installed at each node.

To evaluate the query, the system first identifies the subset of nodes that need to be included in the evaluation. We decompose the query into a collection of associated geohash regions and locate the nodes that are responsible for the corresponding geohashes. Then, our system collects necessary images from the DHT. Each node determines the source of our requested image. If a matching image is stored in the system, the original image will be returned. Otherwise, we impute an image using a local SATnet with temporally proximate Sentinel-2 and MODIS data. If data sparsity issues preclude completion of the imputation process, the DHT node reports the failure to the conduit node.

Finally, retrieved images are merged into a single image to be returned to the user. The partial images are profiled for properties such as dimensionality, pixel coordinate transformations, and spatial reference systems. Then, the data is aggregated into a composite image, comprising a mix of original and imputed, synthetic imagery. This step also involves trimming edges of images, because the queried spatial bounds often do not align with geohash bounds, and rectifying image resolutions. Any unavailable tile is rendered using ‘fill’ values (visualized as black) reflecting the unavailability of the data.

IV. PERFORMANCE EVALUATION

We performed several experiments to assess our methodology. All the experiments were performed on a cluster of 50 nodes (Xeon E5-2620, 64 GB Memory), each with a single Quadro P2200 GPU (5GB of memory) with 1280 cores. The model was implemented using Tensorflow-GPU 2.3. The input satellite images and numerical ancillary information were normalized between the range [-1 to 1]. The learning rate for the generator was fixed at 0.0004 with a batch size of 4 with a learning rate scheduler that decays the rate by 0.2 after every 100 epochs.

A. Datasets

Table I outlines the datasets we have leveraged in this work. The global resolution Sentinel-2 imagery is provided by the Copernicus Programme as part of the European Space Agency. Their twin satellite (i.e., Sentinel-2A and Sentinel-2B) capture multi-spectral imagery comprising 13 visible, near-infrared, and shortwave infrared bands. NASA’s MODIS captures 36 bands with spatial resolutions ranging from 250m to 1km. The low spatial and high temporal resolutions in this data make it particularly useful for tracking changes in the landscape over time. NAIP imagery, provided by USDA’s Farm Service Agency has a high spatial resolution (1m) and is imagery acquired during the growing seasons in the Continental US. These images are temporally sparse, compiled every 3 years since 2009 and every 5 years before that. Our evaluation focuses on the red, green, and blue bands provided by these data, leveraging the varying spatial and temporal resolutions to produce fast, accurate imputations.

B. Cluster Setup

We train SATnet over the dispersed dataset (See Section III-A) using Tensorflow. The distributed training is based upon Baidu ring-all reduce strategy and is supported by the open-source framework Horovod [39]. Horovod leverages NVIDIA’s NCCL library for optimized collective computations over multiple machines. This overcomes the limitation of having a centralized parameter server where all the nodes have to report the weights and gradients to the parameter server resulting in a bottleneck. Using the ring-all reduce approach, every node in the cluster communicates with only two other nodes for 2 * (N – 1) pairwise communications in a cluster of N nodes. The time taken to perform an average gradient update remains constant with an increasing number of nodes in the cluster, making model training scalable with increased nodes in the cluster, this can be supported by Table VI.

The models are trained on a 100 km x 100 km region covering the Fresno region in California. This comprises imageries from diverse landcovers such as agricultural farms, mountains, and urban regions. The training datasets temporal coverage is from January 2018 to June 2019 accounting for about 20 GB of data for training. We consider the model as having converged if there is no error drop for 50 epochs. The centralized trained model is stored locally on each machine in the cluster for
TABLE IV: Number of Training and Testing Samples with varying cloud coverage and retrospective window size

<table>
<thead>
<tr>
<th>Retrospective Window Size (Sn)</th>
<th>Cloud Coverage Threshold (in percentage)</th>
<th>Total Images Test</th>
<th>Testing Errors</th>
<th>Total Images Test</th>
<th>Testing Errors</th>
<th>Total Images Test</th>
<th>Testing Errors</th>
<th>Total Images Test</th>
<th>Testing Errors</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>10%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sn = 2</td>
<td>1688</td>
<td>0.00201</td>
<td>0.0007</td>
<td>2554</td>
<td>0.00260</td>
<td>0.0025</td>
<td>3252</td>
<td>0.00292</td>
<td>0.0017</td>
</tr>
<tr>
<td></td>
<td>3826</td>
<td>0.00351</td>
<td>0.0041</td>
<td>2968</td>
<td>0.00351</td>
<td>0.0013</td>
<td>2968</td>
<td>0.00351</td>
<td>0.0013</td>
</tr>
<tr>
<td>Sn = 3</td>
<td>538</td>
<td>0.00117</td>
<td>0.0003</td>
<td>644</td>
<td>0.00127</td>
<td>0.0005</td>
<td>924</td>
<td>0.00150</td>
<td>0.0010</td>
</tr>
<tr>
<td></td>
<td>1276</td>
<td>0.00112</td>
<td>0.0007</td>
<td>1170</td>
<td>0.00177</td>
<td>0.0008</td>
<td>1340</td>
<td>0.00273</td>
<td>0.0004</td>
</tr>
<tr>
<td>Sn = 4</td>
<td>256</td>
<td>0.00011</td>
<td>0.0005</td>
<td>2103</td>
<td>0.00141</td>
<td>0.0013</td>
<td>2554</td>
<td>0.00292</td>
<td>0.0017</td>
</tr>
<tr>
<td></td>
<td>40%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sn = 2</td>
<td>1684</td>
<td>0.00117</td>
<td>0.0007</td>
<td>2554</td>
<td>0.00260</td>
<td>0.0025</td>
<td>3252</td>
<td>0.00292</td>
<td>0.0017</td>
</tr>
<tr>
<td></td>
<td>3826</td>
<td>0.00351</td>
<td>0.0041</td>
<td>2968</td>
<td>0.00351</td>
<td>0.0013</td>
<td>2968</td>
<td>0.00351</td>
<td>0.0013</td>
</tr>
<tr>
<td>Sn = 3</td>
<td>538</td>
<td>0.00117</td>
<td>0.0003</td>
<td>644</td>
<td>0.00127</td>
<td>0.0005</td>
<td>924</td>
<td>0.00150</td>
<td>0.0010</td>
</tr>
<tr>
<td></td>
<td>1276</td>
<td>0.00112</td>
<td>0.0007</td>
<td>1170</td>
<td>0.00177</td>
<td>0.0008</td>
<td>1340</td>
<td>0.00273</td>
<td>0.0004</td>
</tr>
<tr>
<td>Sn = 4</td>
<td>256</td>
<td>0.00011</td>
<td>0.0005</td>
<td>2103</td>
<td>0.00141</td>
<td>0.0013</td>
<td>2554</td>
<td>0.00292</td>
<td>0.0017</td>
</tr>
<tr>
<td>Sn = 5</td>
<td>374</td>
<td>0.000104</td>
<td>0.0005</td>
<td>1022</td>
<td>0.00124</td>
<td>0.0003</td>
<td>1601</td>
<td>0.00160</td>
<td>0.0007</td>
</tr>
</tbody>
</table>

Fig. 5: (a) Contrasting computation requirements and testing accuracy by changing the size of retrospective window during model training. Size of bubble represents the model size. (b) SATnet testing errors for each band with a window size of 3. Red band has the highest mean MSE of 0.0011 with 25% of the samples having an MSE above 0.002. (c) Performance over various landcover types for the base model trained with data from Fresno California; base model inferences are made over a region in Colorado and after transfer learning. (d) Base model inferences made for the dominant landcover classes.

Fig. 6: (a) Decreasing cloud coverage in training data significantly increases accuracy across all retrospective window sizes. At the window size of 3, highest accuracy is achieved. (b) Training SATNet with a fixed window size of 3 and varying the cloud coverage on train and test samples.

C. Model Parameters [RQ-1]

In Figure 5a, we contrast the performance of models trained with a retrospective window sizes of 1, 2, 3, 4 and 5 for making imputations and performing evaluations. To measure performance, we calculate the commonly used image quality measure Peak-to-Signal-Noise ratio (PSNR), MSE in Eq.(4), and SSIM in Eq.(7). PSNR measures the quality of the image by calculating the ratio between the maximum possible value of the original image with corruption observed in the estimated image. On another hand Structural Similarity index (SSIM), measures the difference, in contrast, luminance and structure using the sliding window over images.

Sentinel-2 inputs. We measure the performance in terms of the accuracy of inferences, the time taken to infer, and the model size represented by the bubble size. The retrospective window size of 1 results in the smallest model (132 Mb) and infers fastest (5.8 ms) as expected; however, using the most recent image does not incorporate any trend information over time and leads to worse accuracy of 25.1 PSNR. In general, the size of the model and inference time increases steadily with increasing sequence length. The model with a window size of 3 performs the best: we achieve the highest PSNR of 31.82 at decent model inference time (17.9 ms).

In the next set of experiments, we perform a detailed examination of the effect of cloud-covered regions in the input time series sequence while training and making inferences from the model. Figure 6a depicts the model sensitivity towards input images contaminated by high cloud coverage. The model with
a retrospective window of 3 outperforms the other models, with the best performance (PSNR of 31.38) on the cloud threshold of 10\% on training and testing input images. As the cloud threshold increases to 50\%, model performance decreases by 5.2\%, 4.9\%, 3.82\%, and 2.20\% for a retrospective window size of 2, 3, 4, and 5 respectively. Mean Squared errors are drastically reduced by an average of 47\% when the window size is increased from 2 to 3 as reported in Table IV. A larger window size results in the reduction of training samples. Since capturing consecutive images with a specified cloud threshold for a longer sequence length is challenging, the number of testing samples decreases as the retrospective window size increases. We report errors with standard deviations; with \( n = 4 \), the model overfits as input sample size considerably reduces.

\section*{D. Comparison with ConvLSTM, TrajGRU and DFN}

Next, we contrast SATnet with a ConvLSTM model, and specialized time series prediction models such as Dynamic Filter Network (DFN) \cite{40} and TrajGRU \cite{41}. The dynamic filter network prediction model is widely used in video and stream prediction such as on moving MNIST data to predict the spatial location of rotating digits in the next time frame. The input image acts as the condition for setting up the number of filters on-the-fly while training the model instead of fixed pre-defined filter values.

TrajGRU is developed on top of GRUs and ConvLSTMs to predict location-variant transformations. Our model is based upon Bi-CLSTM, which is highly efficient in capturing the spatiotemporal relations with location-invariant input sequences. On other hand, TrajGRU is more specific for input sequences, where the object position is changed over time such as hourly cloud prediction, moving MNIST prediction, or precipitation forecast.

We also compared our model performance with a simpler network consisting of three stacked ConvLSTMs layers and convolutional layers, for making inferences. All three models are provided with Sentinel-2 images of a retrospective window size of 3 with a maximum cloud coverage threshold of 40\%. Table V shows that our model outperforms the other model variations. The stacked ConvLSTM model performs worst with a PSNR of 26.18 and is inefficient in making any useful inferences. TrajGRU performs comparably well with a PSNR of 30.65. For our problem set, the location of urban regions, road networks, and farms remains constant over time. The only moving component is cloud and snow cover, which drastically change over a 5-day interval. In summary, our model outperforms DFN and TrajGRU which are more specialized for location-variant inputs.

To measure SATnet performance for prediction within 5 days of interval, we compare the image quality by generating a correlation plot (see Figure 8), between RGB band values of both inferred and target image collected from NAIP satellite. The pixel values in the first plot, show the linear relation between the band values. Blue and green band pixels are less dispersed showing low errors, while the red band forms scattered clouds. This error can be seen in the samples, where NAIP image pixel intensities are slightly off from Sentinel-2. While making inferences for timestamp that is 5 days apart from the most recent available Sentinel-2 image, we observe low errors of 0.0005 and 0.0007 in green and blue band respectively. However, the red band has high MSE of 0.001 (see Figure 5b).

\section*{E. Transfer Learning}

Spatial transfer learning can help avoid cold-start training of the base model on similar regions by leveraging high-level presentational features of that region from the pre-trained model. Further, the spectral properties of bands belonging to the same landcover have similar pattern changes over time. We explored how the model performs on satellite images with the same landcover types but different locations before and after performing transfer learning. Using the National Land Cover Database (NLCD) \cite{42}, we classify each geohash into 16 possible classes. These classes broadly cover various forest types, grasslands, crops, etc. The majority of Colorado regions are classified into classes 4, 6, and 8 that overlaps with California region and well suited for performing transfer learning. As shown in Figure 5c, on classes 6 and 8 majorly covering the agricultural and mountain regions over Colorado, the base model accuracies are slightly higher compared to other classes. However, after performing transfer learning, land covers 4, 9, and 15 inferences show drastic improvement in accuracy. The overall testing accuracy of the model before and after performing transfer learning is 28.3 and 31.1 PSNR. Colorado areas are also affected by a high amount of snow, which can affect the overall testing accuracies.

While the transfer learning model converges faster when compared to the base model, the overall training loss is slightly higher for the Colorado region. The Fort Collins region is

---

<table>
<thead>
<tr>
<th>Models</th>
<th>PSNR</th>
<th>MSE</th>
<th>SSIM</th>
</tr>
</thead>
<tbody>
<tr>
<td>ConvLSTM</td>
<td>26.18</td>
<td>0.008404</td>
<td>0.72</td>
</tr>
<tr>
<td>Dynamic Filter Network</td>
<td>28.32</td>
<td>0.004353</td>
<td>0.83</td>
</tr>
<tr>
<td>TrajGRU</td>
<td>30.65</td>
<td>0.001163</td>
<td>0.91</td>
</tr>
<tr>
<td>SATnet (Ours)</td>
<td>31.82</td>
<td>0.000969</td>
<td>0.93</td>
</tr>
</tbody>
</table>

\( \text{TABLE V: Contrasting performance for different time series prediction models. SATnet provides the best PSNR.} \)
We reconstruct the high-resolution spatial characteris-
tics of a spatial region using our GAN architecture. The model
captures spatial patterns and accounts for temporal changes;
this is reflected in our superior PSNR accuracy of 31.82.

F. Distributed Training Cluster Size

We performed experiments to measure the cost of training
SATnet with a varying number of machines in a distributed
cluster. We trained the model by fixing the number of nodes to
5, 15, 30, and 50, where training data spread over 50 machines
is redistributed equally to machines used in the cluster. This
avoids any network overhead incurred by transferring the data
across machines and therefore results in reading data locally.

Network I/O is incurred during distributed training to share
the model weights and gradients across multiple machines and
perform average weight update after each training epoch. Figure 9
depicts the network I/O cost during the training of
SATnet with varying cluster sizes for 100 epochs. Leveraging
the power of ring-all reduce distributed strategy, we can see
that, average network I/O incurred by each machine does not
exponentially grows sub-linearly with increasing cluster size.

G. Distributed Query Evaluation

We also profiled the image imputation process when the entire
system is subject to cold-start using both PyTorch
and TensorFlow. During imputations, we retrieve and process
temporally proximate Sentinel-2 and MODIS imagery to
generate accurate, synthetic data. Here, we report cold-start
times, where the entire system is operating on non-cached
imagery: as a result, the imputation process involves expensive
disk I/O to retrieve images. On a given machine, we achieve
throughputs of a 10 and 11 images per second using PyTorch
v1.7 and TensorFlow v2.5 respectively. Notably, our imputation
process scales linearly with additional machines; during cold-
start benchmarks, over a cluster of 50 machines, we are able
to generate synthetic imagery at over 500 images per second.
The Tensorflow framework marginally outperforms PyTorch
for our use-case, because GPU memory is managed a little
more efficiently in Tensorflow enabling larger simultaneous
batch evaluations. To ensure effective GPU utilizations, we
avoid blocking during disk and network I/O. We remove the
aforementioned operations from the critical path by implement-
ing a data pipeline and apportioning functionality over
multiple stages to ensure non-blocking I/O operations.

V. CONCLUSIONS AND FUTURE WORK

We described a novel methodology to estimate high-resolution
satellite images at arbitrary spatial and temporal scopes. Our
methodology leverages deep learning algorithms to effectively
learn temporal patterns in remote sensing data.

RQ-1 The SATnet model training is boosted by our under-
lying distributed storage system which allows us to reduce
training times drastically by leveraging data locality during
training and avoiding network I/O. We trained the SATnet
model 4x faster by utilizing the distributed cluster without
incurring drops in accuracy.

RQ-2 We reconstruct the high-resolution spatial characteris-
tics of a spatial region using our GAN architecture. The model
captures spatial patterns and accounts for temporal changes;
this is reflected in our superior PSNR accuracy of 31.82.

RQ-3 By utilizing high-frequency scans from MODIS, we
capture patterns in slow-evolving features. By using high-
resolution Sentinel-2 data, we preserve spatial characteristics
of the given region.

As future work, we plan to apply the proposed approach to
other remote sensing data, such as filling Landsat images with
temporal resolution on 16-17 days at 30m spatial resolution
using the PROBA-V satellite, which scans the earth every two
days at 300m resolution. The approach can further applied to
various bands such as NIR and SWIR that are primarily used
for calculating vegetation indexes over landcovers.
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