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ABSTRACT
Exploring a voluminous graph dataset visually is a challenging task

due to the sheer amount of data and the lack of structure to rely

on during the navigation. Indra, our framework for large-scale

graph data, provides responsive visual analytics over large-scale

graph datasets. In this study, we propose a novel graph indexing

scheme that pivots the view of the graph to a hierarchical structure

while preserving the semantic importance of vertices within the

user’s analysis scenario. Indra allows users to compare and track

multiple aspects of sub-graphs by supporting linked multi-views

and multi-resolution operations such as drill-in and roll-ups. We

have performed a set of empirical benchmarks profiling Indra and

these demonstrate that several operations are executed with sub-

second latency to effectively support interactive visual analytics.

CCS CONCEPTS
• Information systems→ Summarization; •Human-centered
computing → Visual analytics; • Software and its engineer-
ing → Client-server architectures; • Networks → Network topol-

ogy types.
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1 INTRODUCTION
The scale of graphs capturing real-world phenomena has grown

dramatically. As of 2018, Facebook has 2.38 billion active users with

an average 338 friends per account [1]. Similarly, there are more

than 335million Twitter users and 500million tweets were sent daily

in 2014 [2]. Effective visualization is critical to explore the dynamic
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and flexible graph data. However, the sheer number of objects

that must be rendered far exceeds the physical memory limits;

furthermore, flexibly defined interconnectivity included in a graph

exacerbates the complexity of depicting them in a 2-dimensional

graphical space.

There have been active research on summarizing graph struc-

ture to reduce data volumes, speedup graph mining, and provide

visual analytics while preserving semantics of the original data.

This includes approaches using clustering and classification [3–

6], community detection [7–10], pattern set mining [11, 12], and

visualization [13, 14]. However, applying graph summarization

techniques to interactive visual analytics poses a unique set of chal-

lenges. First, most of the summarizing algorithms target volume

reduction while preserving the key characteristics of the original

dataset - often, this involves prioritizing vertices and edges to store.

This process often results in loss of details that may be critical to

discovering insights. Second, a user’s interest in a large dataset is

hard to capture at the beginning of data exploration. Interactive

analytics frequently involves a series of actions to maneuver users’

interests such as drill-in, roll-up, zooming, or panning. Applying a

single data reduction algorithm (tuned to a particular usage) may

limit the capability of data exploration.

We have designed and developed Indra, an infrastructure for

large-scale graph visual analytics. In this paper, we propose a hierar-

chical indexing scheme for large graph datasets that is well-aligned

with characteristics of the visual analytics applications such as a

high-level pattern recognition and a progressive exploration. In-

dra provides interactive visualization features such as multi-linked

views, OLAP style explorations (e.g. drill-down/roll-up/panning),

and sub-graph analysis capability.

1.1 Research Questions
As part of this study, we explore the following research questions:

RQ-1: How can we provide an effective overview of a large graph?

Views of a massive graph structure should capture an accu-

rate and comprehensive summary at a given level to facilitate

subsequent explorations.

RQ-2: How canwe retrieve the details of sub-graphs as user’s visual

analytics progresses? The sub-graph visualized at each level

must provide enough details so that users can understand

characteristics and discover patterns in the current view.

RQ-3: How can the system process flexible queries to support real

time interaction? Each exploration will involve 100s of data

queries over the voluminous graph data. The back-end must

provide a scalable and high-throughput query evaluation

capability.
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RQ-4: Finally, how can the application compose different views of

graph data and provide a comprehensive analytics environ-

ment?

1.2 Overview of Approach
In this study, we describe our hierarchical, sub-graph indexing

scheme and comprehensive visual analytics features for a large-

scale graph dataset. We have designed an algorithm to navigate

sub-graph structures using dynamic hierarchical indexing schemes.

First, to discover users’ initial interests or support a coarse-grained

pattern recognition, we index the graph to identify a set of the

most representative nodes and edges. Since there may be multiple

analytical aspects to the same dataset, Indra allows users to select

different indexing scheme algorithms for their analysis. The result

of initial indexing forms the highest level of graph overview in

Indra. Based on the highly representative subset, Indra performs

sub-graph indexing as an off-line computation.

Data exploration features supported in OLAP (Online analyt-

ical processing) are widely adopted among the visual analytics

tools. This includes support for features such as dicing, drill-down,

roll-up, or panning. Data retrieval queries should be well-aligned

with the aforementioned features to reduce query evaluation la-

tency and avoid excessive memory consumption in the visualization

application. Unlike other datasets such as geospatial or temporal

datasets, defining resolutions of data representation in a graph

is not straightforward. In our paper, we define the highest level

(the coarsest resolution) as the set of the most representative ver-

tices and their edges. We assume that traversing from one of the

most representative vertices to any other vertex increases the level

of resolution. The level of resolution in Indra is defined as the

shortest distance from a selected subset of the most representative

vertices. Our hierarchical indexing scheme, called the viewpoint
path, encapsulates the traversal path from the representative vertex

to their reachable vertices. Instead of performing a graph traversal

algorithm to generate each view, we directly retrieve the sub-graph

information using our pre-calculated index.

Using Indra’s hierarchical sub-graph query, we designed and

developed a comprehensive graph analytics application to support

multi-linked views, hierarchical sub-graph exploration, and real-

time drill-down/roll-up/panning features.

1.3 Paper Contributions
Our methodology allows real-time data retrievals of large-scale

graph datasets. Our novel graph indexing scheme enables effective

summarization and progressive navigation within analytics applica-

tions such as interactive visualizations. Our specific contributions

include:

(1) A graph indexing scheme that preserves potential path of

graph exploration across different resolution levels.

(2) A data indexing scheme that reduces the management over-

head and dynamic updates of the graph data via a scalable,

offline job orchestrated in a distributed computing environ-

ment.

(3) A high-throughput visual graph query evaluation that scales

across applications that require graph visualization and ana-

lytics.

(4) Highly integrated graph visualization features that provide

a comprehensive view of the graph and sub-graphs in real-

time.

1.4 Paper Organization
The remainder of this paper is organized as follows. Section 2 dis-

cusses related work in graph summarization algorithms and visual

analytics. Section 3 describes the methodology used in Indra. The

system architecture and visual analytics capabilities are described

in Section 4. Experimental setups, performance benchmarks, and

analysis of results are outlined in Section 5. Finally, our conclusions

and future research directions are described in Section 6.

2 RELATEDWORK
2.1 Graph Summarization
Any graph summarization algorithm can be generally categorized

into one of two different approaches: importance summarization or

similarity summarization. Importance summarization algorithms

identify a subset of nodes and/or edges as important and create a

summarized graph consisting exclusively of that subset. Similarity

summarization algorithms attempt to discover nodes with similari-

ties, in their topology or their attributes, and either combine them

or discard them as redundant. In both algorithms the result is a

graph consisting of a much smaller number of nodes that can be

visually analyzed.

2.2 Importance Summarization Algorithms
Determining the importance of nodes in a graph is highly depen-

dent on the graph in question, however there are a number of

algorithms based on the graph’s topology that can be reasonably

applied to most datasets. Shortest-path based[15–18] summarization

are common and applicable to many real-world datasets, includ-

ing social media and collaboration networks. They rank nodes by

their location in the network. There are two major variations on

shortest-path based summarization: nodes are ranked either by

their distance from some predetermined important node or by the

number of shortest paths which the node lies on. Degree based[15]
summarization, on the other hand, ranks the importance of a node

by its degree under the assumption that the most connected nodes

are the most important.

2.3 Similarity Summarization Algorithms
Like importance, there aremany different ways of determining node

similarity based on attributes, such as by real-world geographic

location, node category, or edge types. However, there are a few

universally applicable methods based on the graph’s topology. The

most popular of these is redundancy elimination[15, 19] (sometimes

called structural equivalence[20]) which classifies two nodes as sim-

ilar if they share a certain fraction of neighbors, the assumption

being that those two nodes fulfill the same role in the network.

A similar topological similarity summarization is clique elimina-
tion[15, 21, 22], which identifies cliques (sub-graphs in which every



node connects to every other node) in the graph and merges them

into a single node. Additionally, some techniques, such as CON-
DENSE[23], take an information theoretic approach and attempt to

eliminate nodes that do not belong to a unique structure[24].

2.4 Hierarchical Summarization Algorithms
Few attempts have been made at a hierarchical visualization of

large graphs. The SNAP[25] and k-SNAP[25] graph summariza-

tion operators are one such attempt which allow the creation of

graph summaries based on user defined attributes and even support

drill-down and roll-up interactions. However, unlike Indra, they

don’t support panning sub-graphs and are limited to storing and

processing graphs on a single machine. Many hierarchical summa-

rization algorithms, such as the Slice Tree[26] algorithm, perform

hierarchical summarization on graph attributes with the intention

of enabling easy storage and fast database-esque queries[27, 28].

However, such algorithms often discard information related directly

to nodes and edges and consequently are not suitable for graph

visualization.

2.5 Graph Analysis
Domain-specific techniques have been developed for sub-setting[29,

30]. Graph network analyses have been used in to visualize super-

spreaders and disease dynamics[31]. This work targets domain in-

dependent approaches to sub-setting and visualizing large graphs.

Mitra et al [32] explore server-side caching and dynamic manage-

ment of rendering resolutions over spatiotemporal phenomena. We

view our work to be synergistic with efforts that leverage caching

for rendering phenomena.

2.6 Graph Visualization
There exist a number of tools of visualizing graphs and networks.

However, due to the enormous variety of datasets, objects, and

concepts that can be abstracted as a graph, it may be impossible

to create a single tool that can handle every use-case. Here we

examine some of the most popular graph visualization tools and

their specific use-cases.

2.6.1 GraphViz. GraphViz[33] is a popular, open-source graph vi-

sualization tool with scriptingAPI’s formany popular programming

languages like Java and Python. It supports a number of different

layouts, including spring-model layouts, and contains tools for basic

visual interactivity. GraphViz’s DOT format is accepted by a number

of graph-related tools, including Gephi and NetworkX[34], making

it a standard tool for graph visualization. However, unlike Indra,

GraphViz does not support drill-down/roll-up operations and lacks

sophisticated tools for visually navigating sub-graphs, making it

unsuitable for viewing large, hierarchically indexed graphs.

2.6.2 Gephi. Gephi[35], like GraphViz, is an open-source tool for

graph visualization, however it places a much greater emphasis on

graph manipulation and exploration. It provides an exceptional user

interface (UI) which allows users to highlight, hide, and organize

graph visualizations. It also comes with a suite of graph analysis

tools (average path length, clustering coefficient, etc) which are eas-

ily accessible to non-programmers. Consequently, Gephi is flexible

and powerful enough to provide support for most graph visualiza-

tion use-cases. However, Gephi runs on a single machine and does

not provide tools for topology summarization. This limits the size of

the graphs Gephi can visualize to what a single machine can handle

and results in poor performance when visualizing exceptionally

large graphs.

2.6.3 Cytoscape. Cytoscape[36] is a similar tool to Gephi which

specializes in visualizing biological networks. Unlike Gephi, Cy-

toscape has a JavaScript library which provides interactive tools

for graph visualization and analysis in a web browser. It provides

a large variety of different graph layouts and support for use on

mobile devices. However, like GraphViz, it lacks support for drill-

down/roll-up operations, the ability to navigate across sub-graphs,

and the ability to scale horizontally to multiple machines.

3 METHODOLOGY
OLAP style analytics allow users to explore the data with vary-

ing resolution and progressive coverage. To retrieve sub-graphs

effectively, Indra provides a hierarchical sub-graph retrieval query

using the viewpoint path indexing scheme.

3.1 Hierarchical Sub-Graph Retrieval Query
(RQ1)

The resolution of the data representation is often defined differently

based on the context. In Indra, we define the resolution of graph

data representation as the distance from the most representative

sub-graph. Consider a graph G = (V, E), where V is the set of vertices

and E is the set of edges. We define a sub-graph GR as the most

representative sub-graph of G and it contains the most important

vertices (super-nodes) in the graph G. Section 3.2.1 explains how

Indra defines the importance of nodes and computes GR. The sub-

graph GR provides the highest level overview of the graph G with

the lowest resolution of the data representation.

To explore less important vertices and edges, users can issue a

hierarchical sub-graph retrieval query with 2 main input parame-

ters: the vantage vertex (v) in GR, and the desired level of resolution

(r). The vantage vertex is the vertex that is closely related to the

user’s interest. The output of this query, Gquery is a subset of G and

it includes all vertices that are reachable from v with distance r.
As a Gquery shares greater r, the resolution of the given sub-graph

has a higher resolution based on the vantage vertex, v. In Indra,

r is measured as the number of hops from the sub-graph to the

representative node v. The cost r is extensible with the weights or

other metrics.

3.2 Viewpoint Path: Hierarchical Graph
Indexing Scheme (RQ2, RQ3)

Understanding a voluminous graph is challenging because of the

excessive amount of unstructured data and its complexity. Narrow-

ing down the scope of the graph to a manageable size is critical

to performing timely analyses. However, existing summarization

techniques result in unavoidable information loss of meaningful

nodes and edges. To circumvent this, we have designed a hybrid

scheme that combines summarization with a reachability-oriented

graph indexing scheme - the viewpoint path. Our approach reduces



the memory footprint in the visualization application by means of

aligning the query output with the user’s visual analytics activities.

As depicted in Figure 1, the original graph G is segmented into a

sub-graph of super-nodes (GR) and a set of sub-graphs comprising

a super-node and its reachable nodes (GS={GS1, GS2, GS3, ...}, where

GS1,GS2,GS3 ... are subsets of G). This pivots the view of the graph G
to a fractal style hierarchical structure with the topmost level view

of super-nodes and downstream their sub-graphs. Based on the

algorithm selecting the super-nodes, some vertices and their associ-

ated edges may be ignored if they are not reachable from any of the

super-nodes. A non-super-node may belong to multiple sub-graphs

if there are multiple reachable super-nodes. A user can specify one

of these super-nodes and then descend to view a sub-graph that

represents only a portion of the original graph. This allows users

to both drill-down to a specific location of interest and roll-up to

view an arbitrarily large portion of the graph without triggering

excessive network communications or entailing significant memory

consumption.

Figure 1: An illustration of sub-graphs contained within super-

nodes. In Indra each node in the sub-graphs is also a super-node

containing its own sub-graph.

3.2.1 Initial Graph Summarization. To generate an initial represen-

tative sub-graph with super-nodes (GR), Indra relies on existing

topology summarization algorithms. Since the importance of a node

is subjective based on the angles of the analysis, Indra allows users

to select/examine the initial indexing scheme algorithm.

Indra supports the initial indexing scheme algorithms listed be-

low. We have evaluated the overall performance of these algorithms

in section 5.

3.2.2 Degree-Indexing. The Degree-Indexing (DI) algorithm [15]

is an importance-based graph indexing algorithm. First, DI assigns

importance of each vertex based on the degree or other vertex

values based on the context of analysis (e.g. the shortest path from

the vertex to another chosen vertex, the number of shortest paths

which pass through the vertex, or some other attribute of the vertex).

Then, a set of nodes with the highest importance values are selected.

Since DI captures the importance of each vertex, it is applicable for

social network type graph analyses.

3.2.3 KeepAll. LikeDI, the KeepAll Algorithm [15] is an importance-

based graph indexing algorithm. KeepAll identifies a subset of key

vertices; the shortest paths between the subset of key vertices are

calculated and all the nodes which lie on them are labeled as im-

portant. We used the degree of a vertex as the importance metric

for KeepAll and DI. In contrast to DI, KeepAll preserves the closely

connected vertices (to the initial important vertices) as well. Ob-

viously, KeepAll requires additional computations to perform the

shortest path algorithm.

3.2.4 Jaccard-Indexing. The Jaccard-Indexing (JI) algorithm [20] fo-

cuses on structural equivalence. It classifies the network nodes into

categories by their positions in the network. Because JI preserves

the context and topology details, it is a suitable to understanding

flow patterns (e.g. traffic analysis). First, the neighboring vertices

for each node are collected and stored as a set of vertex IDs. Then,

the Jaccard Similarity (1) between the set at each vertex and its

immediate neighbors is computed and summed.

Jaccard(X ,Y ) = |X ∩ Y |/|X ∪ Y | (1)

By summing the Jaccard Similarity, nodes with a high number of

similarly structured neighboring nodeswill be assigned a high value.

Finally, N nodes with the highest values are labeled as important.

Intuitively, nodes that make many of their neighbors redundant are

preserved in the indexing scheme.

3.2.5 Generating Viewpoint Path Index. Once the initial important

subset (GR), is determined, Indra computes viewpoint paths, which

provides a uniquely identified location of each node in any given

sub-graph. Elements of the array are the IDs of nodes related to

the path from a super-node of the sub-graph to the current node.

The length of the viewpoint path is configurable; this limits the

number of layers one can drill-down into a graph before reaching

the viewpoint path bottom-level.

Listing 1 and 2 shows pseudo code of the iterative computation

of the hierarchical indexing scheme. When updating the viewpoint

path for each node, it should be noted that the final element in the

adjacent node’s sub-array will be the adjacent node’s ID. As a result,

each node takes the partial viewpoint path from its most valuable

neighbor and propagates that neighbor’s ID to the end, assigning

itself to that neighbors’ super-node at the current level of view-

point path. It also takes that neighbor’s importance as its own. The

constant C in line 7 defines the threshold at which a node switches

super-nodes. If the difference between a node’s current super-node

importance and its neighboring super-node’s importance is greater

than C, it will make the switch. In the case of a binary importance

value, such as in figure 2, C has no effect.



Listing 1: The Hierarchical Indexing Scheme Algorithm

1: level = 0
2: recent_update = True
3: while recent_update do
4: recent_update = False
5: for node in nodes
6: for adj_node in adjacent_nodes(node)
7: if adj_node.value > node.value + C
8: node.update(adj_node , level)
9: recent_update = True
10: level = max(level++, max_level)

Listing 2: The Viewpoint Path Update Function

1: Function update(adj_node , level):
2: this.viewpoint_path [0: level] =

adj_node.viewpoint_path [0: level]
3: this.value = adj_node.value

Figure 2: A simple illustration of the hierarchical indexing scheme

algorithm. Node attributes consist of an ID, an importance value,

and a viewpoint path.

Figure 2 depicts a simple example of the indexing scheme with

the viewpoint path length of 3. Note that the viewpoint path for

each node is initialized with the node’s ID. To complete indexing, 3

iterative computations must be performed. In iteration 3, no node

is updated and the algorithm terminates and each viewpoint path

contains the id (1) from the super-node.

For a graph with n vertices and a viewpoint path length of m,

the iterative indexing scheme entails a computational complexity

of O(mn), which is computationally intensive especially for large

graphs. To address this issue, Indra leverages Apache Spark [37]

and its Pregel [38] APIs, which provides a massively parallel data

processing environment and selectively performs computation on

nodes only if updates are needed. We have observed that using

these frameworks with our optimizations considerably reduced the

run time (benchmarks included in section 5).

4 SYSTEM ARCHITECTURE AND
CAPABILITIES

As illustrated in figure 3, Indra consists of a client application

and a back-end server running on a commodity machine cluster.

The client application tracks the user’s location, provides opera-

tions to navigate the graph, and translates user’s actions into data

retrieval queries. The back-end server performs graph indexing

using the viewpoint path algorithm and evaluates user’s queries.

The server and client communicate using an HTTP connection.

The key requirement of this architecture is to provide sub-second

latencies that facilitates real-time interactivity during explorations

over voluminous graph datasets.

4.1 Client Application
Indra’s client is a web-based application that consists of roll-up

controls (at the top), graph layout (in the middle), and distribution

displays (at the bottom). Roll-up controls enable the user to step up

either one level in the hierarchical graph path or jump directly to

the top of the hierarchy. The graph layout shows the current sub-

graph and an abstraction of all adjoining sub-graphs. It also displays

the ID of the sub-graph near the top of the GUI. The distribution

displays provide some metadata about the current sub-graph and

support user interactivity. A snapshot of Indra’s visual interface

is provided in figure 4.

4.1.1 Rendering Views. The client application leverages D3.js [39]

to render the graph and results of the built-in analytics features.

D3.js is a widely used open-source JavaScript library for data visu-

alization. The graph layout in the center of the GUI consists of two

nested force-directed graphs (often referred to as spring-model lay-

outs). Spring-model layouts achieve a well-distributed uniform view

of a graph via a mechanical simulation in which edges pull nodes to-

gether while nodes repel each other. The simulation is run until an

equilibrium, a state in which no nodes are changing their location,

is reached. Spring-model layouts do not require specific knowl-

edge of graph theory and often result in graphs with near-uniform

edge length, even node distribution, and semi-symmetrical layouts

Figure 3: An illustration of Indra’s system architecture. The

Apache Spark cluster creates and caches an indexed graph using

data from an HDFS cluster. The client sends queries to an HTTP

server residing in the driver node of the Spark cluster, which gen-

erates results from the cached graph.



[40]. In Indra, the abstracted adjoining sub-graphs are displayed

as a force-directed graph with the current sub-graph displayed as

another force-directed graph within the central node of the abstrac-

tion. Indra utilizes D3.js to create the distribution displays that

provide real-time interactivity during the data rendering.

4.2 Server
Indra’s server consists of an Apache Spark cluster and a HTTP

server. Spark is the key computing component for generating a

hierarchical index of the graph using viewpoint paths. The HTTP

server resides on the driver node of the Spark cluster and coordi-

nates the cluster’s activities and collects data from the cluster in

response to queries sent by client applications.

4.2.1 Distributed Computing Environments. Low latency is key

for interactive analytics that chains steps of analytics and user’s

cognitive understanding [41]. Interactive exploration of a large

dataset, or simply reading the data, often takes minutes or hours.

Tomitigate this issue and provide sub-second response times, Indra

employs a distributed Apache Spark [37] cluster.

Apache Spark is an open-source, distributed data-processing

engine that uses clusters of machines to partition the data across the

main memory of multiple machines and orchestrate data processing

in parallel. In our implementation, Spark reads data from a Hadoop

Figure 4: An example of Indra’s visual interface. The current sub-

graph is shown in the center, with pie-charts providing metadata

about the sub-graph at the bottom. Controls for rolling-up are

provided at the top of the interface. The sub-graphs that can be

panned to are represented as larger nodes surrounding the sub-

graph.

Distributed File System (HDFS)[42] cluster, which is a distributed

file system designed for large datasets with fault-tolerance.

We leverage Spark’s existing library, GraphX [43], that is de-

signed for performing graph computations over large-scale graphs.

To perform our graph indexing scheme (described in section 3.2),

Indra used the implementation of Dijkstra’s shortest-path algo-

rithm supported by GraphX. To compute viewpoint path indexing,

we have leveraged the Pregel [38] implementation included in the

GraphX library. We have observed that the Bulk Synchronous Par-

allel model of Pregel was well-aligned with our iterative computing

requirements. The benchmarks of the computing using Spark and

its libraries are included in section 5.

4.2.2 Performing the Viewpoint Path Algorithm (RQ1, RQ2). Indra
indexes the graphs in two stages: initial indexing scheme and cal-

culating the viewpoint path. In the initial indexing scheme stage,

the user-defined indexing scheme algorithm is applied to the graph.

The result of this indexing scheme must comprise a subset of the

initial graph’s nodes and an importance value associated with each

(GR). This step is computed off-line.

To calculate the viewpoint path for each node, Indra takes the

desired length of the path, the original graph, and the indexed graph

(GR) as inputs and generates a viewpoint path for each vertex. The

results are cached in memory to provide rapid query evaluation.

4.2.3 Sub-GraphQuery Evaluation (RQ3). Indra’s sub-graph query
allows the client application to retrieve a subset of vertices and

edges that share the same distance from the vantage vertex. The

user’s actions such as drill-down or roll-up are translated to a sub-

graph query by the client application. As described in Section 3,

Indra specifies the sub-graph with the most representative vertices

as the highest-level overview (level-0 resolution). The current view

of a sub-graph (at the resolution level of n) displays a set of vertices

with their viewpoint path containing the same sequence of indices

from the 0
th
to the (n-1)

th
elements. For the actions exploring an

immediately higher resolution (e.g. drill-down), the server will

return a set of vertices with the viewpoint path containing the

identical sequence of the 0
th
to n

th
elements, where the n

th
element

is the vertex ID of the current vantage vertex. Indra evaluates this

query over the memory resident viewpoint paths computed off-line.

All edges associated to the selected vertices are included in the

query output.

4.3 Interactive Visualization Features (RQ4)
Indra provides several interactive features that are designed to en-

able easy exploration of large graphs, including linked-view meta-

data about the sub-graph currently being viewed, the ability to

drill-down to a specific sub-sub-graph or roll-up to the current

super-graph, and the ability, unique to Indra, to see and traverse

across adjoining sub-graphs.

4.3.1 Multi-Linked Views. Multi-linked views describe a system

in which multiple visual displays are used to show a variety of

information about a single object or system. The displays are also

linked, such that a modification to one automatically triggers an

equivalent modification in another. In Indra, we display both a

visualization of the graph and a series of pie-charts providing addi-

tional information about the nodes displayed. The views are bound



to each other by a visualization technique, brushing and linking;

highlighting or selecting any portion of the pie-charts will highlight

the corresponding nodes in the graph visualization and update the

distributions shown in the pie-charts. Conversely, changing the sub-

graph being visualized will update the pie-charts with information

about the new sub-graph.

4.3.2 Sub-Graph Analysis. Indra provides pie-charts illustrating

the distribution of node degrees, of interior nodes (the nodes within

each super-node), and of interior edges (the edges com- pressed

within each super-node) within the current sub-graph. As depicted

in Figure 4, mousing-over a section of a pie-chart will highlight all

the nodes that fall within that section with the corresponding color.

Note that the other distribution displays have also been updated to

match the highlighted portion. Clicking on the section will keep

the nodes highlighted even after mousing-off. Multiple sections

of multiple pie-charts can be selected simultaneously with nodes

being highlighted in a ring-nested fashion. This allows users to

quickly identify all the super-nodes which meet a certain set of

criteria i.e. all super-nodes which have a degree of five and contain

30 interior edges.

4.3.3 Drill-Down and Roll-Up. Indra allows users to drill-down

and roll-up through visualizations. These operations are best de-

scribed as changing the horizontal scope of the visualization. Drilling-

down narrows the scope to sub-graphs comprising fewer total

nodes, while rolling-up broadens the scope to sub-graphs com-

prising more total nodes. They are comparable to zooming-in and

zooming-out, however while zooming merely magnifies or mini-

mizes a portion of the visualization, drill-downs and roll-ups actu-

ally change the information being displayed. In Indra this entails

showing a different sub-graph at a different level of resolution.

4.3.4 Navigating Sub-Graphs. When navigating graphs that cannot

be viewed in their entirety it is essential that a user always has a

clear idea of the location of the sub-graph currently being viewed

with respect to the graph as a whole. To that end, Indra attempts to

provide a simple and intuitive interface for navigation. At any given

time, the sub-graph representing the current location is displayed in

the center of the interface. Users can get information about lower-

level sub-graphs by hovering over their corresponding super-nodes

and drill-down to them by clicking on the super-node. Users can

roll-up to either the encapsulating super-node or the very top level

of the visualization by clicking one of the buttons near the top of the

interface. Indra also displays an abstraction of all the adjoining sub-

graphs as a network around the edges of the interface. Users can

pan to an adjoining sub-graphs by clicking on the corresponding

node.

4.3.5 Panning Operations. Panning in Indra is the process of mov-

ing across sub-graphs on a single layer and can be thought of as

changing the vertical scope of the visualization. Panning does not

change the viewpoint path level or significantly impact the por-

tion of the graph being displayed, it simply changes the current

view from one sub-graph to an adjoining sub-graph. In order to

reduce the complexity of both the visualization and the navigation

controls, panning is restricted to adjoining sub-graphs; it is not

possible to jump directly to a sub-graph disconnected from the one

currently being visualized. This is due to the exceptionally large

number of sub-graphs at lower viewpoint path levels. However,

such jumps can be made by rolling-up one level and selecting the

desired sub-graph from the new visualization.

5 EVALUATION
We evaluate Indra on several factors, including the time required

to index with the viewpoint path algorithm, the quality of the gen-

erated indexing scheme, and the server’s throughput and latency

in responding to queries. We use two 1,000,000 node datasets in

our indexing scheme time and throughput/latency evaluations: a

social network graph collected from Pokec, a Slovakian social net-

work exhibiting small-world properties and containing 30,000,000

edges, and a graph generated from Pennsylvania’s road network

which exhibits very sparse connectivity with only 1,000,000 edges.

Our indexing scheme quality evaluation was performed with the

DBLP (a database of computer science articles, papers, and other

publications) collaboration graph consisting of 300,000 nodes and

1,000,000 edges, and containing labeled communities.

Our benchmarks were performed on a Spark cluster consisting

of 70 machines, each with 4 2.60GHz CPUs and 10GB of memory.

Sample graphs were generated by selecting nodes and their con-

necting edges from the datasets by randomly assigning a unique ID

to each vertex and removing all vertices with an ID less than the

sample size.

5.1 Hierarchical Indexing Scheme Time
We compare Indra’s hierarchical indexing scheme time across ini-

tial indexing schemes generated by the Degree-Indexing, KeepAll,

and Jaccard-Indexing algorithms in figure 5. The output of each ini-
tial indexing scheme is a graph consisting of 100 important vertices

and a variable number of edges.

In every case the indexing scheme on the social network dataset

is significantly faster than the indexing scheme on the road dataset.

This is due to the fact that the upper-bound on the number of

iterations Indra’s indexing scheme algorithm must perform is the

distance between the most important node and the node furthest

from it. Because social networks exhibit small-world properties the

average path-length between any two nodes is exceptionally low.

Consequently, the maximum number of iterations needed to index

the social-network graph is much lower.

In figure 5 it can be seen that the required indexing scheme

time increases sub-linearly; doubling the size of the graph does

not double the indexing scheme time. Remarkably, the indexing

scheme time on the social network graph appears to increase loga-
rithmically. When the size of the graph increases by three orders of

magnitude the indexing scheme time increases by approximately

one. This bodes exceptionally well for Indra’s performance on

graphs consisting of hundreds of millions to billions of nodes, and

suggests that the bottle-neck will be storage space and not compu-

tation time.

Finally, it is also apparent that the hierarchical indexing scheme

time is not independent of the initial indexing scheme, as the index-

ing scheme initialized with KeepAll completes twice as quickly as

Degree-Indexing and Jaccard-Indexing. This is most likely the result

of the Degree and Jaccard Indexings providing a subset of nodes

distributed widely across the graph while the KeepAll algorithm



Figure 5: Indra’s hierarchical indexing scheme run-time based on the initial indexing scheme. The social network graph always indexes

much faster due to its small-world properties. Starting with KeepAll yields the fastest indexing scheme time and Jaccard-Indexing the slowest.

Figure 6: The average percentage of nodes in each sub-graph which belong to the same ground-truth community at each level of indexing.

Desirable qualities are a low percentage at the top levels and a high percentage at the lower levels. Based on this measure, starting with a

Jaccard-Indexing appears to yield to best results on the collaboration graph.

provides a connected subset of nodes. The tightly clustered nodes

from KeepAll have fewer total neighbors and consequently prompt

fewer computations during each iteration. The explanation for why

initializing with Degree-Indexing appears to be slightly slower than

with Jaccard-Indexing is similar, as the important nodes selected by

Degree-Indexing are biased towards nodes with many neighbors.

5.2 Quality of Summarization
There is no standard method to evaluate the quality of a hierar-

chical graph summarization. Consequently, we choose to measure

the quality of Indra’s hierarchical indexing scheme by comput-

ing the proportion of nodes in each sub-graph which belong to a

ground-truth community. The assumption behind this measure is

that sub-graphs with a higher resolution should represent a portion

of a single community with most super-nodes in the sub-graph

belonging to that community. Conversely, sub-graphs with a low

resolution should represent interactions between communities and

contain a diverse set of super-nodes belonging to many different

communities. Under these assumptions, a high quality indexing

scheme should have a relatively low proportion of nodes in the

same ground-truth community in low-resolution sub-graphs and a

high proportion of nodes in the same community in high resolution

sub-graphs.

We perform this evaluation with the DBLP collaboration graph.

The nodes represent authors, the edges connect two authors who

have published at least one paper together, and the ground-truth

communities are publishing venues. It is possible for an author to

have published in multiple venues and belong to multiple ground-

truth communities. The ratio we compute for each sub-graph is the

number of super-nodes belonging to the most represented commu-

nity in the sub-graph against the total number of super-nodes in

the sub-graph. We compute the average across every sub-graph at

each viewpoint path level. The results are shown in Figure 6.
Based on our established criteria, starting with Jaccard-Indexing

produces the best hierarchical indexing scheme. At the top level

less than 1/3
rd

of the vertices belong to the same ground-truth

community, while at the bottom level almost 4/5
ths

of vertices in

each sub-graph do. Degree-Indexing reaches a higher proportion

of member vertices at low levels than Jaccard-Indexing, however

it lacks diversity at high levels. KeepAll performs well at both low

levels and the highest level, but there is very little diversity in

its intermediate levels (although this may be desirable for some

use-cases).

These results are not surprising as Jaccard-Indexing is designed

for collaboration and interaction graphs. However, it does illustrate

the manner in which the initial indexing scheme algorithm used for

Indra influences the properties of its hierarchical indexing scheme.



Figure 7: Indra’s latency and throughput querying graphs of different sizes, averaged over twenty 10-second runs. Querying with a

viewpoint path length of zero requires no comparisons and is very fast. The difference in query time between viewpoint paths of lengths

greater than zero is visible, but small. Throughput is independent of path length for graphs larger than 200,000 nodes.

It also demonstrates how Indra successfully reduces the diversity

of sub-graphs at each successive level of the hierarchical indexing

scheme as the scope of the visualization narrows from interactions

between communities to interactions within communities.

5.3 Interactive Latency
Speed in an interactive application is paramount, so it is essential

that Indra is capable of processing queries with a very low latency.

Additionally, Indra’s server based nature makes it possible for

multiple clients to simultaneously explore the same dataset. To

make this feasible a high throughput is required to handle many

queries at the same time without adversely impacting performance.

We analyze Indra’s latency and throughput in figure 7.
It should be noted that the latency is heavily dependent on the

number of processors in the cluster, however it can be seen that

Indra scales well with an increasing number of nodes. Doubling

the size of the graph increases the query time by approximately

50%. Queries with a path length of zero are exceptionally fast as

they merely filter for the initial indexing scheme and don’t need

to compare viewpoint paths. Queries with a viewpoint path are

slightly slower, however the length of the viewpoint path has a

relatively small effect on latency. The difference in latency between

queries with a viewpoint path of length two and length ten averages

less than 1/5
th
of a second.

Figure 7 demonstrates the remarkable fact that Indra’s through-

put is largely independent of the size of the graph being queried,

remaining at approximately 10 queries per second for graphs larger

than 200,000 nodes. This suggests that a single Indra server can

accommodate at least 10 simultaneous clients and probably more,

as clients are unlikely to be performing queries every second. It’s

unclear why the throughput is lower for small graph sizes, however

it is most plausibly because the graph is more sparsely distributed

across the cluster, incurring higher overheads.

6 CONCLUSIONS AND FUTUREWORK
In visual analytics applications, having a structure that assists a

user’s navigation is critical. This is especially true when explor-

ing voluminous graph datasets. Indra’s viewpoint path indexing

scheme provides a semantically pivoted hierarchical view to a non-

hierarchical graph. The highest-level overview consists of the most

semantically important vertices and supports maximum details of

less important graph components. Users can specify the initial in-

dexing scheme algorithm based on the objectives of their analysis

(RQ1 and RQ2).

To provide the interactive responsiveness to visual analytics

applications, data rendering, retrieval query evaluation, and batch

computation must be seamlessly streamlined to reduce the end-to-

end latency. The compute-intensive indexing phase is performed

completely off-line and data retrieval relies on a distributed query

evaluation over memory resident indices. Indra orchestrates data

retrievals for multiple views without redundancy to reduce latency

(RQ 3).

Finally, to facilitate comprehensive exploration of large datasets,

a visual analytics application must provide multiple views for the

same subset and orchestrate these views in real-time. Indra pro-

vides multiple analytics views and resolutions of data. The dash-

board consists of graph view, charts, and sub-graph views. It also

allows users to drill-down and roll-up the current view (RQ4).

As part of our future work we plan to explore automatic identifi-

cation/updates of data summarization based on a user’s exploration

patterns. We will also extend our visualization features to support

user-customized computations such as calculating the diameter or

number of triangles within a user-specified sub-graph.
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